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Abstract  

When artists design characters, they draw illustrations viewed from the front, side or slant views. In this paper, we create a 

2.5D model using such illustrations. A 2.5D model is a model that is created by arranging deformable billboards along the 

depth direction, and it can express appearance of the character between two viewpoints with considering depth information. 

Our method uses two cartoon-like illustrations and the corresponding eye directions as inputs. These illustrations are com-

posed of contours and closed regions painted with uniform colors. Given closed regions in illustrations, our method finds 

corresponding closed regions between two illustrations based on an improved similarity function, which yields better match-

ing than a previous method. After obtaining correspondences of closed regions, our method creates a 2.5D model by trans-

forming each pair of matched regions as a 3D billboard whose position can be estimated based on the correspondence. These 

processes are semi-automatic. The user then assigns feature points manually along the corresponding contours of matched 

regions so that the contours can be interpolated naturally. Finally, by completing regions that appear or vanish with user 

strokes, our method can interpolate illustrations with occluded regions. We demonstrate that our method can create 2.5D 

models with various illustrations.  
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1 Introduction  
When artists design a character, they draw illustrations 

viewed from the front, side or slant views. In a 3D production, 

designers create a 3D model with these illustrations drawn from 

different views. However, 3D modeling takes much time, and 

expressing a nuance of 2D illustrations is difficult with a 3D 

model. In order to solve these problems, 2.5D modeling can be 

used [1], [2]. A 2.5D model is a model that can express appear-

ance among multiple views using many layers segmented in 

many parts such as eyes and a mouth, and have depth infor-

mation, while keeping the nuance of 2D illustrations in a 3D 

space. Using the system of Rivers et al. [2], the user can create 

a 2.5D model from scratch by drawing each part and warping 

the part for each view manually, which is time-consuming.  

In this paper, we propose a novel 2.5D modeling workflow 

that reduces the labor for creating parts, by diverting the illus-

trations drawn in character design. The most related methods to 

our work are morphing techniques [3], [4], [5] that can interpo-

late multiple images. However, these methods cannot interpo-

late occluded parts. On the other hand, our method can interpo-

late such parts by completing occluded regions with user 

strokes. We confirmed that our method can create 2.5D models 

with various illustrations.  

 

2 Related Work 

In the field of 3D computer graphics, much research that ex-

presses 3D models in a hand-drawn illustration style has devel-

oped in non-photorealistic rendering (NPR) [6], [7]. While gen-

erating 2D images in hand-drawn styles from 3D models has 

been researched widely, the opposite is difficult. In other words, 

creating a 3D model from hand-drawn illustrations of different 

views is difficult because illustrations drawn from different 

views may be inconsistent. View-dependent geometry [8] tack-

led this problem. This method enables view-dependent shape 

appearance that looks inconsistent if the shape were a still ob-

ject. This is accomplished by warping a 3D model in each view 

and interpolating them linearly, which requires additional 3D 

modeling in each view. Our method enables such view-depend-

ent expression using a 2.5D model. 

There is much research for 2D character animations. Igarashi 

et al. [9] proposed a method that enables a character animation 

by creating a 2D mesh from a 2D illustration and deforming the 

mesh while keeping features of the shape. Applying motion 

capture data to a single character illustration based on a skeleton 

structure [10], [11] is also studied. To make character anima-

tions by using multiple images, morphing methods [3], [4], [5] 

have been proposed. Baxter et al. [12] tried to animate hand-

drawn illustrations with morphing. Although these methods can 

handle appearance of characters in a fixed view, they cannot 

handle occlusions caused by changes of the viewpoint. This is 

because these methods cannot find correspondence required for 

interpolation at missing parts due to occlusion. 

Whited et al. [13] proposed a method for inbetweening of 

hand-drawn animations. Their method can interpolate partially 

occluded strokes by letting the user draw missing parts and to 

assign correspondence manually. However, their method cannot 

handle large changes of views. Furusawa et al. [14] focused on 

interpolation of two illustrations of a character’s face by match-

ing feature points based on pre-defined rules, and enabled ex-

pression of occluded regions. However, their method cannot 

handle a situation where regions are partially occluded because 

their method does not consider depth information. Our method 

can handle such the situation. 
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To create 2.5D models, Di Fiore et al. [1] proposed a system 

where the user specifies depth information manually. On the 

other hand, our method estimates depth information based on 

the viewing direction of each view automatically. Rivers et al. 

[2] proposed an interface to create 2.5D models. Although their 

method can estimate depth information of each part automati-

cally, users need to create each part from scratch. Our method 

can divert illustrations drawn at the time of character design, 

saving the time to create parts. Yeh et al. [15] proposed a 

method that enables novel operations including rolling, twisting 

and folding by mixing elements from both the front and back 

sides of images. Their method cannot handle expressions of ap-

pearances of different views. On the other hand, our method can 

handle such expressions. 

 

3 Algorithm 
3.1 System Overview 

Our system uses two character illustrations and correspond-

ing view directions. We set a 3D right-handed orthogonal coor-

dinate system as follows (Figure 2). We set the center of a char-

acter as the origin, character's gazing direction as the positive 

direction of z axis, its left-hand side as the positive direction of 

x axis, and its upper side as the positive direction of y axis, re-

spectively. Let 𝐕𝑣𝑖𝑒𝑤  be observer’s view direction. Let 𝜃 be 

the angle between 𝐕𝑣𝑖𝑒𝑤  and z axis in xz plane, and let 𝜑 be 

the angle between 𝐕𝑣𝑖𝑒𝑤  and z axis in yz plane. A front view 

then corresponds to (𝜃, 𝜑) = (0,0) .  

Figure 1 shows the overview of our system. The input illus-

trations are assumed to have black contours and closed regions 

painted with uniform colors (Figure 1(a)). Our system segments 

each illustration into closed regions (Figure 1(b)), and then 

finds region-wise correspondence between the two illustrations 

(Figure 1(c)). These closed regions are arranged in 3D space as 

billboards, and the 3D positions are estimated from the cen-

troids of matched regions and the view directions (Figure 1(d)). 

The billboards are displayed using parallel projection. The sys-

tem interpolates billboard shapes linearly between the two il-

lustrations. Prior to interpolation, users complete the shape of 

closed regions and assign feature points manually along the cor-

responding contours of matched regions so that the contours can 

be interpolated naturally (Figure 1(e)). In this way, the system 

can create a 2.5D model and handle appearance changes with 

consideration of depth information. 

 
3.2 Region Segmentation and Complement 

At first, our system segments input illustrations into closed 

regions by using the flood fill algorithm (Figure 1(b)). Note that 

contours must be also assigned depth values; otherwise gaps 

appear between closed regions during interpolation. The system 

integrates contour lines into closed regions using Sýkora et al.'s 

method [16]. Specifically, we integrate each pixel of contour 

lines into the nearest closed region (Figure 3). Moreover, if a 

small closed region lies inside a large closed region, the small 

region causes a hole in the large region, and the hole will be 

Figure 1 System overview. 

Figure 2 Right-hand coordinate system and 
view directions. 

Figure 3 Closed regions (a) with and (b) without integration 
of contour lines. 
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interpolated unless it is completed. Our system therefore com-

pletes such holes automatically. What is more, a 2.5D model 

may exhibit gaps between adjacent parts even if the parts are 

adjacent to each other in the illustration because of depth dif-

ference of billboards and shape deformation caused by projec-

tion. To reduce such gaps, users can modify the shape of oc-

cluded regions by drawing strokes (Figure 5). 

 

3.3 Region Correspondence with Similarity 
After segmenting regions, our system finds corresponding re-

gions between two illustrations based on a similarity function 

(Figure 1(c)). Liu et al. [17] also proposed a similarity function 

similar to ours. In their method, a similarity of two regions, a 

and b, is calculated in terms of their differences in color, shape 

and size. However, in case that one region lies inside another 

region, the similarity of two regions becomes maximum erro-

neously. This can become a problem in our system. For example, 

if an eye region in one illustration falls into a face region in the 

other illustration, the similarity of the eye region and the face 

region becomes maximum and the two regions are matched in 

error. Therefore we propose an improved similarity function of 

two regions a and b as follows. 

𝑠𝑎,𝑏 = 𝒥𝑎,𝑏𝑒−𝑤𝑥|𝑥𝑎−𝑥𝑏|𝑒−𝑤𝑦|𝑦𝑎−𝑦𝑏|𝑒
−

|𝑆𝑎−𝑆𝑏|
(𝑆𝑎+𝑆𝑏) 2⁄  (1) 

where 𝒥𝑎,𝑏  is the same as Liu’s method. This distinguishes 

whether a color difference of a and b is within a certain range. 

𝒥𝑎,𝑏 = 𝐻[𝑇𝑐 − 𝐶𝑎,𝑏] (2) 

where 𝐶𝑎,𝑏 = ‖𝐪𝑎 − 𝐪𝑏‖ is the Euclidean norm of 𝐪𝑎  and 

𝐪𝑏. 𝐪𝑎 and 𝐪𝑏 are the colors of closed regions a and b in the 

RGB color space. 𝑇𝑐 is an user-defined threshold and set as 0.3 

in our system. 𝐻[𝑛] is the Heaviside step function, namely, it 

becomes 0 if n is negative and 1 otherwise. 

𝑒−𝑤𝑥|𝑥𝑎−𝑥𝑏|𝑒−𝑤𝑦|𝑦𝑎−𝑦𝑏| is a similarity of positions, and calcu-

lated with consideration of view directions and positions of 

closed regions. Let (𝑥𝑎 , 𝑦𝑎) and (𝑥𝑏 , 𝑦𝑏) be the centroids of 

bounding boxes of a and b. If the angle θ does not change (i.e., 

the view direction changes only vertically) and |𝑥𝑎 − 𝑥𝑏| is 

small, the similarity should be large. Similarly, if the angle φ 

does not change and |𝑦𝑎 − 𝑦𝑏| is small, the similarity should 

be large. We set 𝑤𝑥 = 1 if 𝜃 = 0 otherwise 𝑤𝑥 = 0.5. Sim-

ilarly, we set 𝑤𝑦 = 1  if 𝜃 = 0  otherwise 𝑤𝑦 = 0.5 . 

𝑒
−

|𝑆𝑎−𝑆𝑏|

(𝑆𝑎+𝑆𝑏) 2⁄  is a similarity about sizes of closed regions. Let 𝑆𝑎 

and 𝑆𝑏 be areas of closed regions a and b. If values of 𝑆𝑎 and 

𝑆𝑏 are close to each other, the similarity becomes high. To nor-

malize the similarity, we divide it by the average of their areas. 

Our similarity function is used as follows. For each closed 

region in one illustration, the system finds the closed region that 

has the highest similarity value in the other illustration, and 

makes a correspondence between the two regions. Figure 4 and 

Table 1 show the results of matching experiments. Figure 4 

Figure 4 Comparison of results of region correspondence. Gray regions indicate correct correspondences, red regions wrong correspond-
ences, and blue regions no correspondences. 

Figure 5 Region complement. Users can complete a 
region by drawing strokes. 
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shows (a) input images, (b) results of Liu et al. and (c) our result. 

The gray regions indicate correct correspondences, red regions 

wrong correspondences, and blue regions no correspondences. 

In the boy example, the results of Liu et al. do not have correct 

correspondences for the ear and the face. This is a typical error 

of their method as mentioned above. In our results, although 

there are no correspondences for both the ears and the part of 

the right knot of the headband, this is correct because actually 

they do not have corresponding regions. In the dog example, 

results of Liu et al. are wrong in the face and the mouth, and 

each mouth is mismatched with each face as the typical error. 

For the both eyes of the dog, both Liu et al.’s and our results are 

wrong, and each left eye is mismatched with each right eye. In 

the cat example, results of Liu et al. are wrong in the face and 

the mouth. Both our and Liu et al.’ results have no matched re-

gion with the right forefoot, but this is correct. In a button re-

gion of the raccoon dog example, Liu et al.’s result is wrong, 

but our result is correct. For another wrong results in the rac-

coon dog, Liu et al.’s results are the same as our results. If cor-

respondences are wrong, users can modify the correspondences 

interactively. Moreover, if there is no correspondence, users can 

create a corresponding region by drawing strokes. Table 1 sum-

marizes the statistics of both Liu et al.’s and our matching re-

sults.  

 

Table 1 The numbers of closed regions that are matched cor-
rectly with the regions that do not disappear and have corre-
sponding regions. “# of regions” is the numbers of closed re-
gions that have corresponding regions. The numbers in paren-
theses indicate the percentages of correct results. 

Illustrations # of regions Liu et al. Our method 

Boy 11 9 (82%) 11 (100%) 

Dog 9 2 (22%) 5 (56%) 

Cat 12 8 (67%) 11 (92%) 

Raccoon dog 23 15 (65%) 17 (74%) 

 

3.4 Estimation of 3D Billboard Positions 
After obtaining correspondences of closed regions, our sys-

tem can estimate a 3D billboard’s position 𝐩 (Figure 1(d)). To 

estimate 𝐩, we use Rivers’ method [2]. We confirmed that they 

use Algorithm 1 via a personal communication. 

Algorithm 1 Calculate a 3D billboard position. 

𝐩𝑠𝑢𝑚 ← (0,0,0), 𝐩𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← (0,0,0) 

𝑁 ← many times (e. g. , 10,000) 

𝐟𝐨𝐫 𝑖 = 0 to 𝑁 do 

    𝑁𝑣 ← the number of views 

    𝐟𝐨𝐫 𝑗 = 0 to 𝑁𝑣 do 

        𝑐𝑗 ← the center of bounding box of region 𝑅𝑗 

        𝑙𝑗 ← the 3D line that passes through 𝑐𝑗 and goes in 

                 the view direction of the view 

        𝐩𝑗 ← the 3D position that projected 𝐩𝑐𝑢𝑟𝑟𝑒𝑛𝑡 onto 𝑙𝑗 

        𝐩𝑠𝑢𝑚 ← 𝐩𝑠𝑢𝑚 + 𝐩𝑐𝑢𝑟𝑟𝑒𝑛𝑡 

    𝐞𝐧𝐝 𝐟𝐨𝐫 

    𝐩𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← 𝐩𝑠𝑢𝑚/𝑁𝑣 

𝐞𝐧𝐝 𝐟𝐨𝐫 

𝐩 ← 𝐩𝑐𝑢𝑟𝑟𝑒𝑛𝑡 

When no interpolation is performed, the projected position of 

each billboard should coincide with its original positions in in-

put illustrations. However, because Algorithm 1 never guaran-

tees the coincidence, projected positions are slightly shifted. To 

eliminate such shifts, our system calculates the initial and ter-

minal 3D positions of each billboard as follows. We first calcu-

late a 3D position using Algorithm 1, and then project it onto 

each half line that passes through the centroid of a correspond-

ing region along a view direction of an input illustration. Our 

system then interpolates the 3D position of a billboards linearly 

between the initial and terminal 3D positions. Moreover, our 

system allows the user to further arrange the depth of each bill-

board along view directions interactively. 

 

3.5 Correspondence of Feature Points 
After the estimation of a 3D position, the shape of each bill-

board is interpolated between its original shapes in input illus-

trations. The contours of two matching regions are cut into 

curve segments at feature points, and are linearly interpolated 

in the curve segment basis. To obtain such feature points, we 

implemented an automatic method by Baxter et al. [18], but we 

found that it is error-prone and actually increases the burden of 

finding mismatches. Consequently, we decide to let the user as-

sign feature points manually. 

 
4 Results 

We implemented our prototype system using C++ and Qt li-

brary, and ran it on a PC with Intel Core i7-2760QM 2.40GHz 

CPU. Figure 6 shows our results. The illustrations in red frames 

are input images and the illustrations in blue frames are synthe-

sized frames by our system. For each example, we used illus-

trations of a front view and another view. In the examples of the 

boy, the dog and the cat, we used illustrations where only θ 

changes by 45 degrees. In the raccoon dog example, we used 

illustrations where only φ changes by 45 degrees. The time re-

quired for creating each 2.5D model was in the range between 

about 10 minutes and about 50 minutes, where most of time was 

spent for manual complement of regions and manual modifica-

tion of depth values. Our system could successfully handle the 

following examples where occlusion occur; the occluded knot 

of the headband in the boy example, the occluded left ear in the 

dog, the occluded left forefoot in the cat, the occluded lowest 

yellow button and the pants in the raccoon dog.  

Our current implementation has the following limitations. 

Our prototype interpolates only region contours but eliminates 

decorative lines such as those in boy's hair or around the mouths 

of the cat, dog and raccoon dog. Our prototype also cannot ex-

press the variations of line thickness. These are not the limita-

tions of our method but those of our implementation, which we 

would like to eliminate in future work. 
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5 Conclusion 
In this paper, we have proposed a method to create 2.5D mod-

els from two cartoon-like illustrations of different views. First, 

our system segments regions in input illustrations into closed 

regions, and calculates matchings of regions between two illus-

trations using an improved similarity function. Next, the system 

creates a 2.5D model by arranging closed regions in a 3D space 

as billboards. Our system reduces the burden of making a 2.5D 

model by utilizing illustrations as inputs. As a limitation, our 

method does not consider the depth order of regions in input 

illustrations when estimating 3D positions of billboards, which 

causes some billboards to be occluded by others incorrectly. For 

example, an eye region that should be in front of a face region 

may be occluded by the face region in 3D space. To reduce such 

errors, our system needs to take account of relative distances of 

other billboards when estimating 3D positions. In future work, 

we would like to propose a method that can estimate 3D posi-

tions with consideration of such relative distances, and users 

can edit such relative distances easily. Moreover, we would like 

to propose a system to create arbitrary poses of characters by 

extending our system. 
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